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Abstract

Convection heat transfer of supercritical pressure CO2 in a vertical tube at low Reynolds numbers (less than 2500) was investigated experimen-
tally and numerically. The tests investigated the effects of inlet temperature, pressure, mass flow rate, heat flux, buoyancy and flow direction on the
heat transfer. For the lower heat flux of 4.49 kW/m2, the numerical results corresponded well to the experimental data (within 8%). However, for
heat fluxes higher than 13.7 kW/m2, the numerical results for the convection heat transfer coefficient using laminar flow were much less than the
experimental data over most of the tube (e.g., difference larger than 74% for x/d = 15) due to the strong influence of buoyancy and the decrease
of the dynamic viscosity with temperature along the tube which results in an early transition from laminar to turbulent flow. The numerical results
for the convection heat transfer coefficient using turbulent flow corresponded much better with the experimental data. The convection heat transfer
coefficient increases with increasing heat flux and then decreases with further increases in the heat flux for both upward and downward flows. The
flow direction significantly influences the heat transfer. For high heat flux (e.g., 61.0–94.0 kW/m2) upward flow, the local wall temperature varies
in a complex, nonlinear fashion, while for downward flow the local wall temperature increases monotonically and the heat transfer is strongly
enhanced by buoyancy.
© 2007 Elsevier Masson SAS. All rights reserved.
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1. Introduction

Supercritical fluids (Water, CO2, H2, He, etc.) are widely
used in various industries such as supercritical boilers in power
engineering, supercritical CO2 extraction and supercritical fluid
chromatography in chemical engineering, rocket propulsion
systems in aerospace engineering, cooling of superconduct-
ing electromagnets and superconducting electronics in cryo-
genics engineering, and more recently, transcritical CO2 air-
conditioning and heat pump systems in refrigeration engineer-
ing, and water oxidation systems for waste treatment. In the
supercritical region, small fluid temperature and pressure vari-
ations lead to significant changes in the thermophysical prop-
erties as shown in Fig. 1. For a given supercritical pressure,
the specific heat reaches a maximum at a specific tempera-
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ture, which is called the pseudocritical temperature. Convection
heat transfer of fluids at supercritical pressures has many spe-
cial features due to these sharp variations of the thermophysical
properties with temperature and pressure. The effect of buoy-
ancy in the mixed convection regime can also be significant.

Internal forced and mixed convection heat transfer of super-
critical fluids has investigated extensively in the past 50 years,
especially in the 1950s–1980s with intensive investigations on
this subject in the former USSR, the USA and the UK for de-
veloping supercritical boilers and Supercritical Pressure Water-
cooled Reactors (SPWRs). Recently, there has been increasing
interest in heat transfer of fluids at supercritical pressures in
small/mini/micro scale tubes or channels and in porous media.
This interest is driven by the need to develop the SPWR, nuclear
reactors with supercritical CO2 indirect cycles, mini or compact
gas coolers and internal heat exchangers for the CO2 high-
pressure trans-critical compression cycle in air-conditioners
and heat pumps, and by the need to improve transpiration
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Nomenclature

Bo∗ buoyancy number (Gr∗/(Re3.425Pr0.8))
cp specific heat at constant pressure . . . . . . . J/(kg K)
c+
p dimensionless specific heat (Cp/Cp0 )

d tube inner diameter . . . . . . . . . . . . . . . . . . . . . . . . . m
D tube outer diameter . . . . . . . . . . . . . . . . . . . . . . . . . m
Fin inner tube surface area . . . . . . . . . . . . . . . . . . . . . m2

g gravitational acceleration . . . . . . . . . . . . . . . . . m/s2

G mass flux . . . . . . . . . . . . . . . . . . . . . . . . . . . kg/(m2 s)
Gr∗ Grashof number (βgd4qw/(λν2))
h specific enthalpy . . . . . . . . . . . . . . . . . . . . . . . . . J/kg
h+ dimensionless specific enthalpy

((h − h0)/(qwcp0d/λ0))
hf,0 specific enthalpy at inlet . . . . . . . . . . . . . . . . . . J/kg
hf,b(x) local bulk fluid enthalpy . . . . . . . . . . . . . . . . . . J/kg
hx local heat transfer coefficient . . . . . . . . W/(m2 ◦C)
I current through the heater and test section . . . . . A
L test section length . . . . . . . . . . . . . . . . . . . . . . . . . . m
Lt total length in numerical simulation including

unheated inlet and outlet sections . . . . . . . . . . . . m
m mass flow rate . . . . . . . . . . . . . . . . . . . . . . . . . . . kg/h
p pressure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . N/m2

p+ dimensionless pressure (p+ = p/(ρ0u
2
0))

Pe Peclet number (Re Pr)
Pr Prandtl number (μcp/λ)
qv volumetric heat flux

(4I 2R/(π(D2 − d2)L)) . . . . . . . . . . . . . . . . . W/m3

qw heat flux on the inner tube surface . . . . . . . . W/m2

Qloss heat loss from the test section . . . . . . . . . . . . . . . W
r radial coordinate . . . . . . . . . . . . . . . . . . . . . . . . . . . m
r+ dimensionless radial coordinate (r/d)
R test section electrical resistance . . . . . . . . . . . . . . �

Re Reynolds number (ρud/μ = 4m/(πdμ))

T temperature . . . . . . . . . . . . . . . . . . . . . . . . . . ◦C or K
Tpc pseudocritical temperature . . . . . . . . . . . . . ◦C or K

u x direction component of velocity . . . . . . . . . . m/s
u+ x direction component of non-dimensional velocity

(u/u0)
v r direction component of velocity . . . . . . . . . . m/s
v+ r direction component of non-dimensional velocity

(v/u0)
x axial coordinate . . . . . . . . . . . . . . . . . . . . . . . . . . . . m
x+ dimensionless axial coordinate (x/d)

Greek symbols

λ thermal conductivity . . . . . . . . . . . . . . . . . W/(m K)
λ+ dimensionless thermal conductivity (λ/λ0)
β volume expansion coefficient . . . . . . . . . . . . . . 1/K
ρ density . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . kg/m3

ρ+ dimensionless density (ρ/ρ0)
μ dynamic viscosity . . . . . . . . . . . . . . . . . . . . kg/(m s)
μ+ dimensionless dynamic viscosity (μ/μ0)

Subscripts

b bulk
c numerical results
dw downward flow
e experimental data
f fluid
i inner surface
o outer surface
s solid wall
up upward flow
w wall
x local values
0 tube inlet

Superscripts

+ dimensionless
Fig. 1. Thermophysical properties of CO2 at 8.85 MPa.

cooling of high temperature surfaces. As a result, significant
progress has been achieved in our understanding of some of
the special features and in correlating the experimental data for
heat and mass transfer processes of supercritical pressure flu-
ids [1–31]. A number of comprehensive reviews on convective
heat transfer at supercritical pressures can be found in the liter-
ature, for example, Petukhov [1,2], Hall [3], Hall and Jackson
[4], Polyakov [11], Jackson [16], Pioro et al. [22], Duffey and
Pioro [27], and Pioro and Duffey [28].

These investigations [1–31] have shown that the sharp vari-
ations of the thermophysical properties with temperature and
pressure at supercritical pressures significantly influence the
heat transfer and flow resistance. The results show that there are
three modes of heat transfer for fluids at supercritical pressures
in vertical and horizontal tubes [1–5,7–14,16,21,22,24,26–30]:
(1) normal heat transfer without deterioration at low heat fluxes
and high mass fluxes, (2) deterioration of heat transfer with
lower heat transfer coefficients (HTC) and higher temperatures
over part of the heated section and (3) improved heat transfer
with higher HTC. Fig. 1 shows how the specific heat varies with
temperature and becomes very large in the vicinity of the pseud-
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ocritical temperature. Therefore, for normal heat transfer at low
heat fluxes and high mass fluxes, the HTC varies with tem-
perature in relationship to the specific heat. The reduced heat
transfer usually occurs at higher heat fluxes and lower mass
fluxes due to acceleration and buoyancy near the wall due to
the heating in upward flow in vertical tubes and in horizontal
tubes. The reduced turbulence resulting from the flow accelera-
tion due to the strong heating is one of the mechanisms causing
the reduced heat transfer. Localized reduction of the heat trans-
fer for upward flow in vertical tubes was explained in terms of
partial laminarization of the flow due to strong buoyancy ef-
fects. However, the heat transfer is enhanced due to buoyancy
for downward flow in vertical tubes and along the lower part of
horizontal tubes.

In the past 50 years, there have been several hundred papers
on heat transfer at supercritical pressures, with many heat trans-
fer correlations. Pioro et al. [22,28] analyzed several typical
correlations. Jackson [16] mentioned that a detailed evaluation
of the many forced convection heat transfer correlations was
carried out by their previous work. The various correlations
were used to predict the HTC for approximately 2000 exper-
imental conditions. The results showed that the 1965 approach
of Krasnoshchekov and Protopopov [6] was easily the most ef-
fective. A particularly satisfactory aspect of its performance
was that it was equally good for both water and carbon diox-
ide. Jackson et al. [9] gave a simpler form of that approach.

The influence of buoyancy on turbulence and heat transfer is
a very important topic in research on heat transfer at supercrit-
ical pressures [1–5,7–14,16,20–22,24,26–30]. Bazargan et al.
[24] mentioned that the effect of buoyancy was not properly ad-
dressed in some earlier studies, thus, many experimental results
reporting forced convection heat transfer were really forced
convection heat transfer with some buoyancy effects. The ne-
glect of buoyancy is the primary reason for the considerable
disagreement between predictions by the available empirical
correlations. Therefore, the conditions for which buoyancy be-
comes important must be known. The experimental results in
Bazargan et al. [24] showed that buoyancy effects are particu-
larly important in horizontal flows, where flow asymmetry leads
to a nonuniform local temperature distribution around the tube
periphery. The criterion developed for buoyancy-free regions
in near constant property flows is not adequate for predict-
ing supercritical fluid flows. Numerical simulations by Kraan
et al. [29] showed that for heated vertical flow of CO2 with-
out buoyancy, the variations of the thermophysical properties
must be considered with the variable property relation of Kras-
noshchekov and Protopopov [6] acceptable for design purposes.
The criterion developed by Jackson and Hall [9,16] to deter-
mine when buoyancy is important was confirmed by CFD pre-
dictions. In the mixed convection regime for downward heated
flow, CFD simulations gave results that agreed with the Jack-
son and Hall [9,16] buoyancy correction factor combined with
the Krasnoshchekov–Protopopov relation [6].

In the past 50 years, theoretical analyses and numerical cal-
culations have been applied to the heat transfer of fluids at su-
percritical pressures [1–4,10,11,16,21,23,26,29,30]. These cal-
culations used modifications of the turbulence models based on
mixing length theory [10,11] and two-equation models such as
the k–ε model [21,23,26,29]. Direct numerical simulations of
turbulent supercritical flows with heat transfer were performed
by Bae et al. [30]. Their numerical results showed that simu-
lations using proper turbulence models are able to reproduce
the general features exhibited in experiments for convection
heat transfer of fluids at supercritical pressures in vertical tubes.
However, in other cases, the simulation results can be very dif-
ferent from the experimental data.

Although in the past 50 years extensive research has been
done on convection heat transfer of supercritical fluids in tubes,
to the authors’ knowledge, there is very limited work on con-
vection heat transfer of supercritical fluids at low Reynolds
numbers (less than 2500) where the variation of the fluid prop-
erties and buoyancy can significantly affect the flow and con-
vection heat transfer behavior. Polyakov [11] studied the in-
fluence of variable thermophysical properties and buoyancy on
laminar heat transfer, but the transition from laminar to turbu-
lent flow due to buoyancy was not investigated. In addition,
there is little experimental data available for local convection
heat transfer coefficients of supercritical pressure CO2 in tubes
with diameters less than 2.0 mm.

This paper describes experimental and numerical investiga-
tions of the convection heat transfer of supercritical pressure
CO2 in a 2.0 mm diameter vertical tube at low Reynolds num-
bers (less than 2500). The tests investigated the effects of inlet
temperature and pressure, mass flow rate, heat flux, buoyancy
and flow direction on the convection heat transfer. The tran-
sition from laminar to turbulence flow due to buoyancy was
also investigated. The investigation of mixed convection heat
transfer of a supercritical pressure fluid at low Re will lead to
improved understanding of the heat transfer mechanisms. In
addition, since the Reynolds numbers may be quite small in
mini/micro tubes and channels in practice, this investigation of
mixed convection heat transfer of supercritical pressure fluids
at low Re also has important practical significance.

2. Experimental system and data reduction

2.1. Experimental system and parameter measurements

The experimental system and test section are shown sche-
matically in Fig. 2. The system included a compressed CO2
container, a supercritical CO2 pump (Thar P-50, Thar Tech-
nologies, Inc., nominal flow rate is 0.06–3 kg/h, maximum
discharge pressure is 689 bar and the inlet pressure for CO2 is
57 bar), a cooling water bath and portable chiller, a CO2 accu-
mulator, a Coriolis mass flow meter, a pre-heater, a test section,
a decompression valve, a pressure stabilizer, an aftercooler,
pressure gauges, a total pressure transducer and a differential
pressure transducer, electrical power input and measurement
systems, and a data acquisition system (DAS).

The test section was a vertical stainless steel 1Cr18N9T tube
with inside and outside diameters of 2 mm and 3.14 mm. The
heated length of the test section was 39 mm. The test section
was connected with the test loop by flanges and high-pressure
fittings. The test sections were insulated thermally and electri-
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Fig. 2. Experimental system and test section.
cally from the test loop using a layer of polytetrafluoroethylene
(PTFE) placed between the flanges and between the screws and
the flanges. CO2 flowed into the test section either from the bot-
tom for upward flow or from the top for downward flow.

The test section was heated directly using low-voltage al-
ternating current to simulate a constant heat flux. The voltages
across the test section and the electrical heater were measured
by the DAS. The current was measured by a digital multimeter
(Model DM-7510B). The electric power inputs to the test sec-
tion and the heater were calculated from the measured current,
voltage and electrical resistance.

The parameters measured in the experiments included the
wall temperatures, the inlet and outlet temperatures, the inlet
pressure, the pressure drop across the test section, the mass
flow rate, the heater voltages, the current and the electrical re-
sistance. The local test section wall temperature was measured
with 9 fine K-type thermocouples. The thermocouples were
welded onto the tube outer surface. Flow mixers were installed
upstream and downstream of the test section to mix the fluid
before the inlet and outlet fluid temperatures were measured by
accurate RTDs. The inlet pressure was measured using a pres-
sure gage transducer (Model EJA430A) with the full range of
12 MPa. The test section pressure drop was measured using
a differential pressure transducer (Model EJA110A) with the
full range of 10 kPa. The mass flow rate was measured using a
Coriolis-type mass flow meter (Model MASS2100/MASS6000,
MASSFLO, Danfoss) with the full range of 65 kg/h.
Before the experiments, the test loop was evacuated with a
vacuum pump. Then, the test loop was washed and evacuated
3–4 times using high purity CO2 (99.995%). High pressure CO2
with a purity of 99.995% was then fed into the test loop from the
compressed CO2 container to a steady pressure (about 5 MPa).
The test loop pressure was increased using the high pressure
CO2 pump to the required supercritical pressure as the CO2 was
circulated. Many tests showed that the leakage was very small
even for very high pressures (e.g. 10 MPa). The test section and
most of the test loop were insulated with silicate glass fiber and
foam pipe insulation.

2.2. Data reduction

The wall of the tube with inside and outside diameters of
2 mm and 3.14 mm was quite thin; therefore, the heat transfer
in the tube was assumed to be one-dimensional heat conduction
with an internal heat source when the tube was heated directly
using the low-voltage alternating current. The outer surface was
insulated and the tube outer surface temperatures, Tw,o(x), were
measured by the thermocouples. The tube inner surface temper-
atures, Tw,i(x), were then calculated as

Tw,i(x) = Tw,o(x) + qv

16λs

(
D2 − d2) + qv

8λs

D2 ln
d

D
(1)

The local HTC, hx , at each axial location was calculated as

hx = qw (2)

Tw,i(x) − Tf,b(x)
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The heat flux on the inner surface, qw , was calculated using

qw = I 2R − Qloss

Fin
(3)

Although the outer surface of the test section was insulated
by glass fiber insulation and foam pipe insulation, the surface
can not be assumed to be perfectly insulated. Before the ex-
periments, the heat losses from the test section without fluid
flow (Qloss) were determined by measuring the electrical heat-
ing for different wall temperatures. Qloss was found to be less
than 5.8% of the electrical heating to the test section. In the
data reduction, Qloss was calculated based on the measured
wall temperature and then subtracted from the total heat inputs,
Eq. (3).

The local bulk fluid temperature, Tf,b(x), was calculated
from the local bulk fluid enthalpy, hf,b(x), which was in turn
calculated from

hf,b(x) = hf,0 + qwπdx

m
(4)

The Reynolds number based on the mean fluid temperature
was defined as

Re = ρud

μ
= 4m

πdμ
(5)

The system was determined to be at steady state when the
variations of the wall temperatures and the inlet and outlet fluid
temperatures were all within ±0.1 ◦C and the variations of the
flow rate and inlet pressure were all within ±0.2% for at least
10 min. The experimental uncertainty of the HTC was mainly
caused by experimental errors in the heat balance, axial thermal
conduction in the test section, temperature measurement errors
and the calculation of the heat transfer surface temperature.

Prior to installation, the thermocouples and the RTDs were
calibrated by the National Institute of Metrology P.R. China.
The accuracies were within ±0.1 ◦C in the temperature range of
0–100 ◦C and ±0.2 ◦C in the temperature range of 100–200 ◦C.
The accuracy of the pressure transducer (Model EJA430A) was
0.075% of the full range of 12 MPa. The accuracy of the dif-
ferential pressure transducer (Model EJA110A) was 0.075%
of the full range of 10 kPa. According to the instructions,
the accuracy of the Coriolis-type mass flow meter (Model
MASS2100/MASS6000, MASSFLO, Danfoss) was 0.1% of
actual mass flow rate with 95% confidence (probability) for
flow with 5–100% of the sensor’s maximum flow rate. For flow
<5% of the sensor’s maximum flow rate, the following formula
should be used to calculate the error:

εG = ±
√

0.12 +
(

Z × 100

m

)2

Where εG = Error (%), Z = Zero point error (kg/h)
(= 0.002 kg/h), and m = Mass flow (kg/h). The flow rate
during the measurements was about 0.7 kg/h. Therefore, the
relative uncertainty of the mass flow rate was 0.30%.

A detailed analysis of the uncertainty based on the instru-
ment accuracies yielded a maximum uncertainty of the heating
into the test section of ±8.3%, an uncertainty of the local bulk
fluid temperature of ±0.2 ◦C and a relative uncertainty of the
temperature drop between the wall and fluid of ±5.7%. The ex-
perimental uncertainties in the inlet pressures were estimated to
be ±0.13%. The root-mean-square experimental uncertainty of
the HTC was estimated to be ±10.1%.

3. Physical and mathematical models for upward laminar
flow

The physical model and coordinate system are shown in
Fig. 3. The model considers convection heat transfer to CO2
at supercritical pressures in upward flow in a vertical tube.
The test section consisted of an adiabatic section and a heated
section with a constant heat flux. Flow enters the tube with a
fully-developed velocity distribution and constant temperature,
T0. The flow is assumed to be two-dimensional, steady, laminar
flow. The longitudinal conduction in the fluid and the pressure
variation in the r direction are assumed to be negligibly small.

The steady state, two-dimensional laminar boundary layer
governing equations for supercritical pressure fluid flow in a
vertical tube with consideration of property variations with tem-
perature and pressure and with buoyancy can be written as:

Equation of continuity:

∂(rρu)

∂x
+ ∂(rρv)

∂r
= 0 (6)

Momentum equation for compressible fluids:

ρu
∂u

∂x
+ ρv

∂u

∂r
= 1

r

∂

∂r

(
rμ

∂u

∂r

)
− ρg − dp

dx
(7)

Energy equation:

ρu
∂h

∂x
+ ρv

∂h

∂r
= 1

r

∂

∂r

(
r

λ

cp

∂h

∂r

)
+ u

dp

dx
+ μ

(
∂u

∂r

)2

(8)

Flow rate equation:

πd2

4
ρ0u0 =

d/2∫
0

2πrρudr (9)

The boundary conditions are that the inlet conditions are
a fully developed velocity profile and constant fluid tempera-
ture (Eq. (10)), symmetry at the centerline (Eq. (11)), and the

Fig. 3. Physical model.
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no slip and constant heat flux boundary conditions at the wall
(Eq. (12)).

x = 0,
u

u0
= 2

[
1 −

(
2r

d

)2]
, v = 0, T = T0 (10)

x > 0, r = 0,
∂u

∂r
= ∂h

∂r
= 0, v = 0 (11)

r = d/2, u = 0, v = 0,

(
λ

cp

∂h

∂r

)
w

= qw (12)

The dimensionless form of the governing equations (Eqs. (6)–
(9)), was based on the following dimensionless variables:

x+ = x/d, r+ = r/d, u+ = u/u0, v+ = v/u0,

u0 = ρu/ρ0, p+ = p/(ρ0u
2
0), h+ = (h − h0)/(qwcp0d/λ0)

ρ+ = ρ/ρ0, μ+ = μ/μ0, λ+ = λ/λ0, c+
p = cp/cp0

The dimensionless governing equations are then:

∂(r+ρ+u+)

∂x+ + ∂(r+ρ+v+)

∂r+ = 0 (13)

∂(ρ+u+u+)

∂x+ + ∂(ρ+v+u+)

∂r+

= 1

r+
∂

∂r+

(
r+ μ+

Re0

∂u+

∂r+

)
− d

u2
0

gρ+ − dp+

dx+ (14)

∂(ρ+u+h+)

∂x+ + ∂(ρ+v+h+)

∂r+

= 1

r+
∂

∂r+

(
r+ λ+

c+
p

1

Re0Pr0

∂h+

∂r+

)

+ u2
0

qwcp0d/λ0
u+ dp+

dx+ + μ0u0λ0

qwcp0ρ0d2
μ+

(
∂u+

∂r+

)2

(15)

8

0.5∫
0

ρ+u+r+ dr = 1 (16)

The boundary conditions in dimensionless form are:

x+ = 0, u+ = 2
(
1 − 4r+2)

, v+ = 0, h+ = 0

x+ > 0, r+ = 0,
∂u+

∂r+ = 0, v+ = 0,
∂h+

∂r+ = 0

r+ = 0.5, u+ = 0, v+ = 0,
λ+

c+
p

∂h+

∂r+ = 1

The NIST Standard Reference Database 23 (REFPROP)
Version 7 was used to calculate the temperature and pressure
dependent properties of carbon dioxide. The calculated thermal
properties were tabulated as functions of pressure and temper-
ature with the thermal properties then obtained using second-
order interpolations in the simulations.

Since the governing equations are parabolic in x, the solu-
tion can march in the downstream direction. The mesh used
nonuniform control volumes to have more nodes near the wall.
The governing equations were discretized utilizing the integral
control volume method. In the solution, the algebraic forms of
Eqs. (14) and (16) were first solved simultaneously for the un-
knowns u+ and p+ for a particular axial location. The radial
velocities v+ were then evaluated from the continuity equa-
tion, Eq. (13). Then the energy equation, Eq. (15), was inte-
grated to calculate the enthalpies. The temperatures and ther-
mophysical properties were then evaluated using second-order
interpolation. The algorithm then recalculated u+, p+, v+ and
h+ with the updated physical properties. Convergence was ob-
tained when all of the following criterions were satisfied:∣∣∣∣∣

1/2∫
0

ρ+u+r+ dr+ − 1

8

∣∣∣∣∣ � 10−6

max

∣∣∣∣ (u
+)ni,j − (u+)n−1

i,j

(u+)ni,j

∣∣∣∣ � 10−4

max

∣∣∣∣ (v
+)ni,j − (v+)n−1

i,j

max((v+)n−1
i,j )

∣∣∣∣ � 10−2

max

∣∣∣∣ (h
+)ni,j − (h+)n−1

i,j

(h+)ni,j

∣∣∣∣ � 10−4

∣∣∣∣ (Nux,w)ni − (Nux,w)n−1
i

(Nux,w)ni

∣∣∣∣ � 5 × 10−3

∣∣∣∣∣
( dp+

dx+
)n

i
− ( dp+

dx+
)n−1
i( dp+

dx+
)n

i

∣∣∣∣∣ � 5 × 10−3

∣∣∣∣∣
( dp+

dx+
)∗
i
− ( dp+

dx+
)n

i( dp+
dx+

)n

i

∣∣∣∣∣ � 10−2

∣∣∣∣ (h+)∗i − (h+)ni

(h+n
i )

∣∣∣∣ � 10−2,

∣∣∣∣ (qw)ni − (qw)n−1
i

(qw)ni

∣∣∣∣ � 10−3

Where the subscripts “i” and “j” are grid positions in the ax-
ial and radial directions; the superscript “n” represents the nth
iteration; “∗” represents the values obtained by the integration,
and the overbar “-” indicates average values. After convergence
at each location, the procedures were repeated for the next ax-
ial location. In the calculations, the x+ direction had more than
2000 elements with 150 elements in the r+ direction. The cal-
culation stopped if flow reversal occurred. A more detailed de-
scription of the numerical methods used to solve the governing
equations was given earlier [32].

The convective heat transfer parameters were then calculated
from the converged results. For example, the local HTC on the
inner wall was calculated according to Eq. (2). The pressure
drop was calculated as:

p =
∣∣∣∣∣ρ0u

2
0

N∑
j=2

((
dp+

dx+

)
j

(x+)j

)∣∣∣∣∣ (17)

The reliability of the numerical model was verified ear-
lier [32,33]. For example, the numerical results for forced con-
vective heat transfer of water with constant properties agreed
very well with a separate computer program written to solve
only the differential equations with constant properties in the
same manner. For constant thermophysical properties, the prob-
lem can also be solved analytically [34]. The predicted Nux for
constant properties agreed very well with the analytical results
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in [34]. The Nusselt numbers for constant properties were cor-
related as [33]:

Nucp
x = qwd

(Tw(x) − Tf,b(x))λf

=

⎧⎪⎨
⎪⎩

1.030( 1
Pe

x
d
)−1/3 (when 1

Pe
x
d

� 0.01)

2.221( 1
Pe

x
d
)−0.166 (when 0.01 � 1

Pe
x
d

� 0.055)

3.656 (when 1
Pe

x
d

� 0.055)

(18)

The maximum deviations of Eq. (18) from the numerical results
are ±3.0%, ±3.1%, and 1.0% for the three regions.

In addition, previous works [32,33] have shown that for
small temperature differences between the wall and the fluid,
the numerical results for the local HTC with variable thermo-
physical properties are very close to the values of the local HTC
for constant thermophysical properties. The variable properties
have little influence on the heat transfer for water but dramat-
ically increase the diffusion mass transfer, with the buoyancy
enhancing both the heat and mass transfer.

4. Results and discussion

4.1. Convection heat transfer of supercritical pressure CO2

for upward flow

Figs. 4, 5, 8(a), 9 and 10 compare the numerical predictions
with the experimental results for the local HTC. In these fig-
ures, the symbols are the experimental data and the lines are
the numerical results. Bo∗ is the buoyancy number, which was
defined based on the properties at x/d = 15 [9]:

Bo∗ = Gr∗/(Re3.425Pr0.8) (19)

According to Jackson and Hall [9], for turbulent flow the buoy-
ancy will significantly influence the heat transfer for Bo∗ >

5.6 × 10−7.
Figs. 4 and 5 illustrate the local HTCs for different inlet fluid

temperatures at an inlet pressure of 8.58 MPa and a lower heat

Fig. 4. Local heat transfer coefficients for various inlet temperatures for upward
flow: p0 = 8.58 MPa, G = 6.29 kg/(m2 s), qw = 4.69 kW/m2.
flux of 4.69 kW/m2 (Fig. 4) and an inlet pressure of 9.52 MPa
and a higher heat flux of 13.0 kW/m2 (Fig. 5). The inlet tem-
perature strongly influences the convection heat transfer for a
given pressure, mass flow rate and heat flux due to the strong
variations of the thermophysical properties of supercritical CO2
with temperature. The inlet pressure in Fig. 4 of 8.58 MPa is
closer to the critical pressure of CO2 (pcr = 7.38 MPa) than the
9.52 MPa used in Fig. 5. Therefore, the influence of inlet tem-
perature on the convection heat transfer in Fig. 4 is more evident
than in Fig. 5. For the higher heat flux of 13.0 kW/m2 in Fig. 5,
the differences between the predicted and measured local HTC
increase along the tube due to the strong influence of buoyancy
and the sharp decrease of dynamic viscosity with temperature
around the pseudocritical point along the tube, which strongly
increases the local Reynolds number of the flow. As noted by
Holman [35], the critical Reynolds number, Recr, for transition
from laminar to turbulent flow decreases with increasing buoy-
ancy. The values of Recr can be as low as 200–400 for combined
free and forced convection. The differences between the nu-
merical results for laminar flow with variable thermophysical
properties and buoyancy and the experimental data shown in
Figs. 4 and 5 may be caused by the early transition from lami-
nar to turbulent flow due to the strong buoyancy effect and the
sharp decrease of dynamic viscosity with temperature along the
tube. For the lower heat flux (4.69 kW/m2) in Fig. 4, the differ-
ences between the numerical results and the experimental data
for x/d = 9.5–18.5 are less than in Fig. 5. The increase in the
local heat transfer coefficient near the exit can be attributed to
axial conduction in the wall (see Section 4.2).

Figs. 6(a) and 7(a) show the numerically calculated velocity
distributions for upward flow at x/d 10 for the same conditions
as in Figs. 4 and 5, inlet pressure of 8.58 MPa and heat flux of
4.69 kW/m2 in Fig. 6(a) and inlet pressure of 9.52 MPa and
heat flux of 13.0 kW/m2 in Fig. 7(a). The velocities near the
wall increase due to buoyancy, so the velocities at the tube cen-
terline decrease so that the velocity distribution across the tube
has an M-shape due to the variable properties and buoyancy.
This phenomenon becomes more evident with increasing x/d

Fig. 5. Local heat transfer coefficients for various inlet temperatures for upward
flow: p0 = 9.52 MPa, G = 6.34 kg/(m2 s), qw = 13.0 kW/m2.
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(a)

(b)

Fig. 6. Velocity distributions for upward flow (a) at x/d = 10 and (b) at vari-
ous sections along the tube for T0 = 33.5 ◦C and Re = 2483. p0 = 8.58 MPa,
G = 6.29 kg/(m2 s), qw = 4.69 kW/m2.

and increasing heat flux as shown in Figs. 6(b) and 7(b). The
deformation of the velocity distribution in the vertical tube may
result in an early transition from laminar to turbulent flow and
enhanced convection heat transfer (Figs. 4 and 5). The heat flux
in Fig. 7 is 13.0 kW/m2 which is higher than the heat flux in
Fig. 6 of 4.69 kW/m2; therefore, the deformation of the veloc-
ity distribution in the vertical tube is more evident in Fig. 7 than
in Fig. 6.

Fig. 8 shows the local HTC and the numerically calcu-
lated velocity distributions at x/d = 10 for various heat fluxes
at an inlet pressure of 9.57 MPa. For the lower heat flux
(4.49 kW/m2), the predicted HTC corresponds well with the
experimental data (within 8%), which means that the flow is
mainly laminar. For the higher heat fluxes (>13.7 kW/m2),
the HTC increases with increasing heat flux and then decreases
with further increases in the heat flux. The differences between
the measured and predicted HTCs increase along the tube (their
difference is larger than 74% for x/d = 15), which are most
likely due to the transition from laminar to turbulent flow un-
der the strong influence of buoyancy and the sharp decrease
of the dynamic viscosity with temperature around the pseudo-
(a)

(b)

Fig. 7. Velocity distributions for upward flow (a) at x/d = 10 and (b) at various
sections along the tube for T0 = 35.0 ◦ C and Re = 2360. p0 = 9.52 MPa,
G = 6.34 kg/(m2 s), qw = 13.0 kW/m2.

critical point along the tube, which strongly increases the local
Reynolds number of the flow. The decreases of the HTC with
further increases in the heat flux may be caused by laminariza-
tion which further reduces the convection heat transfer as shown
previously [1–5,7–14,16,20–22,24,26–30]. The other possible
reason may be the significant decrease of the density, thermal
conductivity and specific heat when the temperature is much
higher than the pseudocritical temperature. The velocity distrib-
utions in Fig. 8(b) further illustrate that the differences between
the experimental data and the numerical results for the HTC are
related to the strong deformation of the velocity profile and the
influence of buoyancy.

Fig. 9 compares the measured and predicted local HTCs for
various mass flow rates. The heat transfer is enhanced by the
buoyancy, with the HTCs for smaller mass flow rates larger
than those for larger mass flow rates due to the variation of the
thermophysical properties and buoyancy. This is an interesting
phenomenon that occurs with convection heat transfer of fluids
at supercritical pressures.
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(a)

(b)

Fig. 8. (a) Local heat transfer coefficients for various heat fluxes and (b) ve-
locity distributions at x/d = 10 for various conditions p0 = 9.57 MPa,
G = 6.39 kg/(m2 s), T0 = 24.6 ◦C.

Fig. 9. Local heat transfer coefficients for various mass flow rates for upward
flow p0 = 9.57 MPa, qw = 12.3 kW/m2, T0 = 24.6 ◦C.

Fig. 10 illustrates the influence of the inlet pressures on the
local HTC. The local HTCs increase with decreasing pressure
due to the sharp increase in cp for pressures close to the crit-
Fig. 10. Local heat transfer coefficients for various inlet pressures for upward
flow G = 6.48 kg/(m2 s), qw = 5.00 kW/m2, T0 = 24.7 ◦C.

ical pressure with the same mass flow rate, heat flux and inlet
temperature. The numerical results corresponded well with the
experimental data when buoyancy was not significant.

4.2. Wall effect on the convection heat transfer

In the experiments, some heat was also conducted along the
axial direction in the tube wall. Analysis of the wall tempera-
tures and the energy balance in the experimental and numeri-
cal studies showed that energy losses occur due to conduction
along the wall near the test section inlet and outlet, which is
referred to as the wall effect. To better simulate the convection
heat transfer in the vertical tube, the numerical model was mod-
ified to include thermal conduction with an internal heat source
in the wall together with the convection heat transfer in the ver-
tical tube, with the calculational region including an unheated
inlet section with length of 10d , the test section with length of
20d , and an unheated outlet section with length of 10d .

The two-dimensional heat-conduction equation with an in-
ternal heat source used in the wall region is

∂

∂x

(
λs

∂Ts

∂x

)
+ 1

r

∂

∂r

(
rλs

∂Ts

∂r

)
+ qv = 0 (20)

The corresponding boundary conditions are:

x = 0,
∂Ts

∂x
= 0; x = Lt ,

∂Ts

∂x
= 0

r = D/2, qw = −λs

∂Ts

∂x
= 0

r = d/2, Ts,w = Tf,w and qs,w = qf,w

The calculation procedures were similar to the description in
Section 3. In the calculations, the x+ direction had more than
3200 elements (2000 elements in the test section, 600 elements
in the unheated inlet section and 600 elements in the unheated
outlet section) with 166 elements in the r+ direction (150 ele-
ments in the flow region and 16 elements in the solid wall).

Fig. 11 compares the numerical results with and without the
wall effect with the experimental data. The results show that
the predictions with the wall effect more closely represent the
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Fig. 11. Effect of wall conduction on the convection heat transfer for
upward flow �: p0 = 9.57 MPa, G = 6.56 kg/(m2 s), T0 = 24.2 ◦C,
qw = 4.49 kW/m2, Re = 1810, Bo∗ = 3.69 × 10−5. ◦: p0 = 9.52 MPa,
G = 6.30 kg/(m2 s), T0 = 23.1 ◦C, qw = 13.8 kW/m2, Re = 1772,
Bo∗ = 1.30 × 10−4.

experimental data than those without the wall effect for the
lower heat flux (4.49 kW/m2). However, for the higher heat
flux (13.8 kW/m2), the numerical results with the wall effect
are still much less than the experimental data, which means that
the fluid flow has transitioned from laminar to turbulent flow
due to the strong influence of buoyancy and the sharp decrease
of dynamic viscosity with temperature along the tube.

4.3. Comparison of convection heat transfer for upward and
downward flows

The effect of buoyancy on convection heat transfer in tubes
is strongly influenced by the direction of the buoyancy force
relative to the flow direction. The difference between the local
heat transfer coefficients for upward and downward flows for
the same experimental conditions reflect the effect of buoyancy
on the convection heat transfer.

Fig. 12 shows the local wall temperature variations for up-
ward flow (assisting flow) with Re = 1700. For a low heat flux
(e.g., 5.30 kW/m2), the local wall temperature increases contin-
uously along the tube with a small decrease at the outlet due to
the wall effect. For this case, the flow is laminar with little influ-
ence of buoyancy, as shown in Figs. 4, 6 and 10. For moderate
heat fluxes (e.g., 8.90–35.0 kW/m2), the local wall temperature
first increases and then starts to decrease at x/d = 7, which is
before the middle section of the tube (40% of the length from
the inlet section) and far from the outlet section. This location
is too far from the outlet to feel the wall effect. Therefore, this
phenomenon may result from the transition from laminar to tur-
bulent with the heat transfer enhanced by the strong buoyancy
and the sharp decrease of dynamic viscosity with temperature
along the tube, as shown in Figs. 5, 7, 8 and 11. For the higher
heat fluxes (e.g., 61.0–94.0 kW/m2), the local wall tempera-
ture first increases along the tube and then starts to decrease
at x/d = 4.3, with the local wall temperature then increasing
again at x/d = 9.3–12.2, with a small decrease at the outlet
Fig. 12. Local wall temperatures for upward flow p0 = 8.85 MPa, G =
6.63 kg/(m2 s), T0 = 20.5 ◦C, Re = 1700.

Fig. 13. Local wall temperatures for downward flow p0 = 8.85 MPa,
G = 6.63 kg/(m2 s), T0 = 20.5 ◦C, Re = 1700.

due to the wall effect. The first decrease of the local wall tem-
perature at x/d = 4.3 is due to the transition from laminar to
turbulent flow, while the local wall temperature increases along
the tube at x/d = 9.3–12.2 may be caused by laminarization
of the flow by the very strong buoyancy which reduces the con-
vection heat transfer. The mechanism for this complex variation
of the local wall temperature along the tube at very high heat
fluxes needs further experimental and theoretical investigations.

Fig. 13 shows the local wall temperature variations for
downward flow (opposing flow) with Re = 1700. For the mod-
erate heat fluxes (e.g., 9.00 kW/m2 and 13.0 kW/m2), the local
wall temperature first increases, then decreases at x/d = 2, with
the local wall temperature almost constant after x/d = 7.2 with
decreases at the outlet due to the wall effect. This phenomenon
indicates that at the inlet the flow is laminar, with the buoy-
ancy inducing very early transition from laminar to turbulent
(x/d ≈ 2), much earlier than for the upward flow (assisting
flow) for the same conditions. For the high heat fluxes (e.g.,
20.0–95.0 kW/m2), the local wall temperature increases con-
tinuously along the tube with decreases at the outlet due to the
wall effect, with the local temperatures much lower than for up-
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ward flow with the same conditions, as shown in Figs. 12 and
13. These results indicate that with high heat fluxes, the flow
in the tube is turbulent (due to the very strong buoyancy), and
the heat transfer is more intensive than for upward flows with
the same conditions. For all the conditions for downward flow,
the convection heat transfer along the tube did not deteriorate
as was observed for upward flow. This result is consistent with
early investigations of mixed convection heat transfer in verti-
cal tubes [1–5,7–14,16,20–22,24,26–30].

To further explore the flow transition from laminar to tur-
bulent flow due to buoyancy, mixed convection heat transfer in
a vertical tube and heat conduction in the tube wall were nu-
merically simulated using FLUENT 6.1 [36]. The RNG k–ε

turbulence model [37] and the Launder–Sharma turbulence
model [38] were used in the numerical calculations for the tur-
bulent flow. The SIMPLE algorithm [39] was used to couple
the pressure and velocities. The second-order upwind advec-
tion model was used in the momentum, energy, turbulent kinetic
energy, and turbulent energy dissipation equations. The conver-
gence criteria required a decrease of at least 6 orders of mag-
nitude for the residuals with no observable change in the outlet
temperature for an additional 200 iterations. The computational
domain was discretized into a rectangular mesh, typically with
520 × 85 (axial × radial) elements. The mesh was compressed
in the radial direction towards the tube wall. The grid indepen-
dence was investigated with grid distributions (axial × radial)
of 320 × 85, 520 × 85 and 720 × 105 elements. The grid inde-
pendence tests indicated that the grid having 520 × 85 elements
ensured a satisfactory solution. This was verified by compari-
son of the computed wall temperatures for the 720 × 105 grid
with those using the 520 × 85 grid with differences of less than
0.1 ◦C. The y+ values at the first node of the mesh were always
less than 1.0.

Fig. 14(a) compares the experimental results and the predic-
tions. For the lower heat flux (e.g., 5.30 kW/m2), buoyancy and
the decrease of the dynamic viscosity with temperature along
the tube are not significant and the flow remains laminar, so the
predicted local wall temperatures with laminar flow are closer
to the experimental data than the predicted results with the tur-
bulence model. For the moderate heat flux (e.g., 8.90 kW/m2),
the buoyancy effect and the decrease of dynamic viscosity along
the tube are more evident which results in transition from lami-
nar to turbulent flow. In the first half of the tube, the predictions
using the laminar model corresponded better to the measured
local wall temperature, while in the second half of the tube the
predictions with the turbulent flow model corresponded bet-
ter to the measured data. These results reflect the transition
from laminar to turbulent flow. For the higher heat flux (e.g.,
35.0 kW/m2), the buoyancy effect and the decrease of dynamic
viscosity along the tube are more intense and the predicted
wall temperatures using the RNG k–ε turbulence model and
the Launder–Sharma turbulence model are closer to the exper-
imental data in the later part of the tube, with the predictions
using the Launder–Sharma turbulence model being somewhat
better. These results further prove the occurrence of transition
from laminar to turbulent flow due to the strong buoyancy and
(a)

(b)

Fig. 14. (a) Local wall temperatures and (b) velocity distributions with
qw = 3.5 × 104 W/m2 for upward flow p0 = 8.85 MPa, T0 = 20.5 ◦C,
G = 6.63 kg/(m2 s), Re = 1700.

the sharp decrease of dynamic viscosity along the tube and ver-
ify the analysis of the results in Figs. 5, 8(a), 9, 11–13.

Fig. 14(b) shows the predicted velocity distributions for
qw = 35.0 kW/m2 at various x/d . The velocity near the wall
increases while the velocity near the center decreases so that
the velocity distribution across the tube has an M-shape due to
the variable properties and buoyancy. The velocity distribution
deformation in the vertical tube then results in early transition
from laminar to turbulent flow which enhances the convection
heat transfer (Fig. 14(a)).

Fig. 15 shows the influence of flow direction and heat flux
on the convection heat transfer when the inlet fluid temperature
is much less than the pseudocritical temperature (Tpc = 39 ◦C
for p = 8.85 MPa). The heat transfer coefficient increases with
increasing heat flux and then decreases with further increases
in the heat flux for both upward and downward flows. The in-
crease in the heat transfer coefficient with increasing heat flux
for the moderate heat fluxes is caused by the variation of the
thermophysical properties, especially the sharp increase of cp

(see Fig. 1) and the influence of buoyancy and the decrease
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Fig. 15. Heat transfer coefficients for upward and downward flows with various
heat fluxes p0 = 8.85 MPa, G = 6.63 kg/(m2 s), T0 = 20.5 ◦C, Re = 1700,
x/d = 10. Solid symbols: downward flow, hollow symbols: upward flow.

of dynamic viscosity along the tube which produces an early
transition from laminar to turbulent flow for both upward and
downward flows. The decrease in the convection heat trans-
fer coefficient with further increases in the heat flux for the
higher heat fluxes is caused by variations of the thermophys-
ical properties (see Fig. 1) for downward flow. When the wall
temperature is much higher than the pseudocritical temperature,
most of the fluid in the tube is vapor, so the density, thermal
conductivity and specific heat are reduced significantly. This
reduces the convection heat transfer even for turbulent flow.
However, for upward flow, the decrease in the convection heat
transfer coefficient with increasing heat flux for the higher heat
fluxes was caused not only by the variation of the thermophys-
ical properties, but also by laminarization of the turbulence by
the buoyancy. Fig. 15 shows that for very high heat fluxes (e.g.,
90.0 kW/m2), the convection heat transfer coefficients for both
upward and downward flows are very similar because for very
high heat fluxes the forced convection in the tube is negligible
and the heat transfer is mainly controlled by the natural convec-
tion so the effect of the forced flow direction is not significant.

Fig. 16 illustrates the local heat transfer coefficient for both
upward and downward flows. For the lower heat fluxes (e.g.,
1.70–5.11 kW/m2) as shown in Fig. 16(a), the influence of
buoyancy on the convection heat transfer for upward flow is
not evident, while for downward flows the buoyancy reduces
the heat transfer in the inlet region and enhances the heat trans-
fer further down the tube due to the transition from laminar
to turbulent. Therefore, the local heat transfer coefficient for
downward flow is higher than that for upward flow in the lat-
ter part of the tube as shown in Fig. 16(a). For the high heat
fluxes (e.g., 13.7–36.8 kW/m2) as shown in Fig. 16(b), the in-
fluence of buoyancy and decrease of dynamic viscosity along
the tube on the convection heat transfer is significant for both
upward and downward flows. For downward flow buoyancy en-
hances the heat transfer in the whole tube, while for upward
flow buoyancy enhances the heat transfer only in the latter part
of the tube. Generally, the difference between the local HTC for
(a)

(b)

Fig. 16. Influence of flow direction on the local heat transfer coefficients
(a) p0 = 8.66 MPa, G = 6.41 kg/(m2 s), T0 = 25.0 ◦C (b) p0 = 9.62 MPa,
G = 6.39 kg/(m2 s), T0 = 24.6 ◦C. Solid symbols: downward flow, hollow
symbols: upward flow.

downward and upward flows is not significant in the latter part
of the tube when very strong buoyancy effects are present.

5. Conclusions

(1) With increasing heat flux the velocity distribution across
the tube develops into an M-shape due to the property vari-
ations and buoyancy. This phenomenon becomes more ev-
ident with increasing x/d and heat flux.

(2) For upward flow (assisting flow) and moderate heat fluxes
(e.g., 8.90–35.0 kW/m2), the local wall temperature does
not increase continuously but even decreases along the
tube. This phenomenon may be due to the transition from
laminar to turbulent flow, with the heat transfer enhanced
by the strong buoyancy and the sharp decrease of dynamic
viscosity with temperature along the tube. For higher heat
fluxes (e.g., 61.0–94.0 kW/m2), the local wall temperature
first increases along the tube, then decreases, and then in-
creases again, with a second small decrease at the outlet
due to the conduction along the wall. The first decrease of
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the local wall temperature is due to transition from laminar
to turbulent flow. The local wall temperature then increases
again along the tube due to laminarization of the flow by the
very strong buoyancy which reduces the convection heat
transfer.

(3) For downward flow (opposing flow) and high heat fluxes
(e.g., 20.0–95.0 kW/m2), the local wall temperature in-
creases continuously along the tube with small decreases
at the outlet due to conduction in the wall. The convection
heat transfer did not deteriorate along the tube for oppos-
ing flow as was observed for assisting flow. The results
indicate that for downward flow the buoyancy induces very
early transition from laminar to turbulent flow (much ear-
lier than for upward flow) which increases the heat transfer
coefficient compared to that for upward flow with the same
conditions.

(4) For the low heat fluxes (e.g., 5.30 kW/m2), buoyancy and
the decrease of dynamic viscosity with temperature along
the tube are not significant and the flow remains laminar,
so the predictions with the laminar flow model for the lo-
cal wall temperatures are closer to the experimental data
than those with the turbulent model. In addition, the nu-
merical results with the wall effect more closely represent
the experimental data than those without wall effect. For
the moderate heat fluxes (e.g., 8.90 kW/m2), the buoyancy
effect and the decrease of dynamic viscosity along the tube
are more evident which results in transition from laminar to
turbulent flow. For the high heat fluxes (e.g., 35.0 kW/m2),
the buoyancy effect and the decrease of dynamic viscos-
ity along the tube are more intense so the predicted wall
temperatures using the RNG k–ε turbulence model and the
Launder–Sharma turbulence model agree much better with
the experimental data than the laminar flow predictions
for most of the tube, with the Launder–Sharma turbulence
model giving the best results.

(5) For Tf 0 < Tpc, the HTC increases with increasing heat flux
and then decreases with further increases in the heat flux
for both upward and downward flows. For downward flow
the decreases of the HTC with increasing heat flux for the
higher heat fluxes were caused by variations of the thermo-
physical properties (sharp decreases of cp,λ,ρ). However,
for upward flows, the decreases of the HTC with increasing
heat flux for the higher heat fluxes were caused not only by
the variations of the thermophysical properties, but also by
laminarization of the turbulence by the buoyancy. There-
fore, the HTCs for upward flow are less than for downward
flow. For very high heat fluxes (e.g., 90.0 kW/m2), the
HTCs for both upward and downward flows were very sim-
ilar because the heat transfer is mainly controlled by the
natural convection.

(6) For downward flow the buoyancy enhanced the heat trans-
fer coefficients along the entire tube, while for upward flow
the buoyancy enhanced the heat transfer coefficients only
in the latter part of the tube. Generally, the difference be-
tween the local heat transfer coefficients for downward and
upward flows was not evident in the latter part of the tube
when very strong buoyancy effects were present.
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